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Tritium is a radioactive hydrogen isotope that is typically produced via neutron interaction with heavy water (D₂O), producing tritiated water (DTO). As a result of this, tritium accounts for roughly a third of all occupational exposures at a CANDU type nuclear power plant. This identifies a need to study the biological effects associated with tritium (and low energy electrons in general). However, there are complications regarding the dosimetry of tritium, as well as difficulties in handling and using tritium for the purposes of biophysics experiments. To avoid these difficulties, an experiment has been proposed using photons to mimic the beta decay energy spectrum of tritium. This would allow simulation of the radiation properties of tritium, so that a surrogate photon source can be used for biophysics experiments.

Through experimental and computational means, this work has explored the use of characteristic x-rays of various materials to modify the output spectrum of an x-ray source, such that it mimics the tritium beta decay spectrum. Additionally, the resultant primary electron spectrum generated in water from an x-ray source was simulated. The results from this research have indicated that the use of characteristic x-rays is not a viable method for simulating a tritium source. Also, the primary electron spectrum generated in water shows some promise for simulating tritium exposure, however further work must be done to investigate the slowing down electron spectrum.
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NOMENCLATURE
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</tr>
<tr>
<td>$\omega$</td>
<td>Fluorescent yield</td>
</tr>
<tr>
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<td>Dead time, $s$</td>
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CHAPTER 1
INTRODUCTION

The discovery of radiation and radioactive materials has had a profound impact in both science and engineering, which have led to many practical applications, most notably in medicine and energy production. However, though radiation has enriched our livelihood in many ways, it is important to remember that it can have adverse effects on the human body. Radiation is typically classified as non-ionizing or ionizing. Non-ionizing radiation is a type of electromagnetic radiation (photons) that does not carry enough energy to remove an electron from an atom or molecule. At some frequencies however, it can excite electrons or cause atoms and molecules to vibrate. Familiar examples of this type of radiation are microwaves, infrared and ultraviolet radiation [1]. Ionizing radiation, on the other hand, is radiation that carries enough energy to remove an electron from an atom or molecule and break chemical bonds. Radiation of this type can be in the form of charged (ie. electrons, protons) or uncharged (photons, neutrons) particles [1]. Though both types of radiation can lead to adverse biological effects, ionizing radiation is generally of greater concern as it is considered far more damaging to the basic components of living organisms, such as molecules and cells [36]. Since the risk to our health is greater, it is important to understand how ionizing radiation interacts with biological matter, and to take preventative measures from being overexposed to it. Investigation into the risks of radiation exposure is primarily carried out by health physicists and radiation biologists.
The absorbed dose is defined as the energy deposited by ionizing radiation per unit mass in a medium. The unit for absorbed dose is the Gray (Gy)\(^1\), which has the SI units J/kg \(^2\). On its own, absorbed dose cannot be used to assess the health risks for a given exposure, as some radiation types carry greater risks than others per unit dose. For example, alpha particles are more damaging than photons per unit dose, due to the fact that they deposit their energy over a smaller range, which leads to a higher ionization density\(^2\). To address this, a quantity called the equivalent dose, \(H_T\), is used which is related to the absorbed dose by [3]:

\[
H_T = \sum R D_{T,R} \times w_R
\]

Where \(D_{T,R}\) is the average absorbed dose in a medium, for a certain radiation type, and \(w_R\) is the radiation weighting factor. The radiation weighting factor is used to account for the fact that some radiation types carry a greater risk than others. The unit for equivalent dose is the Sievert (Sv), which has the same SI units as the Gray. Table 1.1 below shows the radiation weighting factors that are recommended in the ICRP Publication 103 (2007) for various radiation types [3]:

<table>
<thead>
<tr>
<th>Radiation Type</th>
<th>(w_R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photons</td>
<td>1</td>
</tr>
<tr>
<td>Electrons and muons</td>
<td>1</td>
</tr>
<tr>
<td>Protons and Charged Pions</td>
<td>2</td>
</tr>
<tr>
<td>Alpha particles, fission fragments, heavy nuclei</td>
<td>20</td>
</tr>
</tbody>
</table>

**Table 1.1. Recommended radiation weighting factors**

\(^1\) The old unit for absorbed dose is the rad \([2]\), where 1 rad = 0.01Gy

\(^2\) Ionization density is defined as the number of ions created per unit path length
The radiation weighting factor for neutrons has been omitted from Table 1.1 as it is a function of neutron energy [3]. For moderate to high doses, it has been found that the weighting factors recommended by ICRP provide a good estimate for equivalent dose and risk assessments. However, there are still many uncertainties about the risks for low dose radiation, and appropriate weighting factors are an important aspect of this uncertainty. In particular, as shown in Table 1.1, the weighting factor for electrons is recommended by ICRP to be unity. However, there is some evidence from tritium studies that suggest that the weighting factor for electrons may be greater than 1 at low electron energies [9]. In fact, according to ICRP Publication 103 [3], “Heterogeneity of the radiation dose within cells, as can occur with tritium or Auger emitters incorporated into DNA, may also require specific analysis.” Based on these remarks, there are grounds for further investigation into low energy radiation exposure.

Tritium is of particular interest because a) it is a low energy beta emitter and b) it is a by-product of CANDU nuclear power plant operations. CANDU type nuclear power plants are moderated and cooled with deuterium oxide (D₂O), also known as heavy water. Deuterium is an isotope of hydrogen, having one proton and one neutron in its nucleus. When a deuterium atom is able to capture a neutron, it becomes a radioactive isotope of hydrogen known as tritium [4]. It decays via emission of a beta particle, with a half-life of 12.32 years, which is the time it takes for some substance to decay to half its initial value. The emitted beta particle has an average energy of 5.67 keV and a maximum energy of 18.6 keV. This beta particle is
not energetic enough to pass through the dead layer of skin, so tritium poses no external health risks; however, if it gets inside the body there will be an internal exposure to unprotected cells and thus a potential health risk [5]. Tritium beta particles have a maximum range of 6 μm and an average range of 1 μm in tissue [5]. Therefore, a tritium beta particle will deposit all of its energy locally, which can lead to cell damage through the direct ionization of important biomolecules and the production of free radicals [2]. Also, since tritium is chemically identical to hydrogen, it can bind itself to organic materials in the body. The biological half-life is defined as the time it takes for half of some substance to be biologically removed from the body [2]. For tritium, the biological half-life is typically 10 days, but for organically bound tritium (OBT), it can be as high as 40 days [5], which would add to the potential risk. It is important to note that tritium accounts for roughly 30% of all occupational exposures at a CANDU power plant [6]. Given the exposure to workers and the underlying uncertainties regarding low dose exposures from low energy electrons, it is important that further studies on tritium dosimetry and radiation quality are carried out.

As mentioned previously, some radiation types (ie. photons, electrons, neutrons) carry greater risks than others, which is why radiation weighting factors are necessary. A useful way to compare different radiation types is to determine the relative biological effectiveness (RBE). This quantity is defined as the ratio of the dose of a reference radiation, $D_R$, needed to produce the same biological effects as seen with the dose of a test radiation, $D_T$ [7]:

\[ RBE = \frac{D_T}{D_R} \]
Different radiation types will generally have different biological effects because they transfer energy differently. RBE studies have been performed for tritium, where the reference radiation was either x-rays or gamma rays, some of which have reported RBE values greater than unity\(^3\). However, when studying the biological effectiveness of tritium, researchers have had to use some form of \textit{tritiated} gas (HT) or water vapour (HTO), which has certain limitations for biophysics experiments. One issue is that a radioactive gas or vapour is difficult to handle and contain, which also increases the risk of accidental exposure. Another issue is that the exact duration of an exposure is largely unknown, and doses have to be estimated. Lastly, the sample is usually uniformly irradiated by the tritiated substance, which is an issue if partial irradiation of a sample is required. With these limitations in mind, the primary goal of this thesis is to determine if there is a more practical means by which one can study the biological effects of tritium in a reproducible and methodical fashion.

\[ RBE = \frac{D_R}{D_T} \]

\(^3\) See reference 8, 9 and 10 for tritium RBE studies
1.1 Thesis Objectives

Figure 1.1 shows the relative tritium beta decay energy spectrum. The raw data for the spectrum was obtained from the Radiological ToolBox software [11] and can be seen in Appendix A. For a given tritium intake, the energy of the beta particles (electrons) produced will have an energy distribution similar to the one seen in Figure 1.1.

![Tritium Beta Decay Energy Spectrum](image)

**Figure 1.1 Relative Beta Decay Spectrum of Tritium [11]**

The goal of this thesis is to explore if low energy photons can be used to generate an electron spectrum in tissue that mimics the beta spectrum of tritium in tissue. To elucidate this idea, consider the interaction of photons in water (a tissue-like substance). An electron bound to a water molecule can gain kinetic energy due to the direct interaction from the incident photon. The energy it receives will depend on the type of interaction and the energy of the incident photon. The electron will then go on to transfer its energy to the water, causing further ionizations in the
medium [12]. Since beta particles deposit their energy in a similar manner as electrons [12], simulating a tritium exposure in tissue with photons should produce the same effect as an actual tritium exposure. Recalling the limitations of using tritium gas or tritiated water for biophysics experiments, using a photon source has the following advantages:

- No issues handling a radioactive gas or vapour
- Exact duration of exposure will be known, since the beam can be turned on and off at will
- Using a narrow photon beam allows for partial irradiation of a sample.

This thesis will investigate methods for simulating a tritium exposure in water (or tissue) with the use of photons (x-rays), through experimental and computational means. In order to properly simulate this exposure, it is important to know how the photons will transfer their energy when they interact. A photon will typically undergo one of three types of interactions\(^4\): Photoelectric absorption, Compton scatter or pair production [2]. Figure 1.2 is a plot that indicates which interaction type is more probable based on the photon energy and the material it is interacting with.

\(^4\) Photons can also interact via Thomson or Rayleigh scattering, but for the energies considered, the interactions discussed are much more likely.
Figure 1.2 Photon Interaction probabilities based on energy and atomic number [13]

The curved lines indicate where two interaction types are equally probable. Given that the maximum photon energy needed to mimic tritium is 18.6 keV, and that water and tissue are low Z materials, it is determined that the majority of photons will interact via the photoelectric effect, and some via the Compton effect. When a photon undergoes a photoelectric interaction with an electron, it will transfer all of its energy to the electron [13]. The kinetic energy gained by the electron will be the difference between its binding energy and the energy of the incident photon. For an electron bound to a water molecule, its binding energy is about 12.6 eV [21]. This is roughly three orders of magnitude lower than the photon energies considered for this thesis, so to a good approximation, for photoelectric interactions, the electron energy will be the same as the incident photon energy. With these processes in mind, it is clear that if the photon spectrum matches the tritium beta decay energy spectrum, then the photoelectron spectrum generated in water will also match the
tritium beta spectrum. Therefore, the main focus of this thesis will be on the output spectrum of the photon source. Figure 1.3 illustrates the proposed method for mimicking a tritium beta spectrum.

In principle, the photon spectrum (green arrows) has to match the tritium beta decay spectrum from Figure 1.1, to generate the necessary electron spectrum in water. The output spectrum from the photon source alone, however, will not match the required spectrum; therefore, methods to modify the source spectrum must also be investigated. Thus, this thesis will also explore the use of a target material's characteristic x-rays in modifying the energy spectrum of a photon source, such that it more closely matches that of a tritium beta decay energy spectrum.
1.2 Outline of Thesis

This thesis will explore the use of photons for simulating tritium exposures in water and tissue samples. Chapter 1 serves as an introduction to some concepts in health physics, uncertainties in the weighting factor for low energy electrons, and establishes the goals and purpose for this research. Chapter 2 will elucidate the theoretical principles regarding the interaction of photons and electrons with matter, as well as outline the transport of these particles in the Monte Carlo N-Particle (MCNP) transport code. This chapter will also give an overview on the syntax and specifications regarding the MCNP code. In Chapter 3, the experimental apparatus and the modeling methods will be discussed. This chapter will give the background and operating principles for the equipment used, and outline the methodology for the MCNP simulations. Chapter 4 will outline and discuss the results obtained from computational and experimental work. Finally, in Chapter 5, conclusions will be drawn from the results discussed in Chapter 4, and ideas for further work will be recommended.
CHAPTER 2
THEORETICAL BACKGROUND

2.1 Photon Interaction with Matter

According to the standard model of particle physics, photons are massless, uncharged elementary particles that mediate the electromagnetic force, and are thus the source of all forms of electromagnetic radiation [19]. They typically have different characterizations based on their energy, ranging from radio waves to gamma rays. Figure 2.1 below displays the different types of electromagnetic radiation.

![The Electro Magnetic Spectrum](image)

*Figure 2.1 Range of Electromagnetic Radiation [15]*

Since a photon source is to be used to simulate the beta spectrum of tritium, it is important to explore how photons interact with matter. This thesis will only consider photons in the x-ray region of the electromagnetic spectrum, since their energies are more comparable to the energy range of tritium beta particles.
When a photon is incident on some target material, it can be absorbed, scattered or transmitted [2]. When it is absorbed, it is not detectable on the other side of the target, thus transferring all of its energy to the material. If it is scattered, it will leave the other side of the target with a different angle and energy than it had when it entered, transferring the energy lost to the target material. Lastly, a photon can also pass through the material without interacting with it at all. When a collection of photons are incident on a target, they can interact in any one of these three ways, and it is essentially impossible to predict how a particular photon will interact with the material. However, it is possible to determine the probability, $P$, that a photon can pass through the material without interacting. Consider a slab of material with thickness $t$, as shown in Figure 2.2.

![Figure 2.2 X-rays incident on a material of thickness $t$](image)
If the intensity of the photons entering the material is known, then the intensity of the photons escaping the material can be determined. This phenomenon where the intensity changes as photons pass through some material is known as attenuation. The intensity, $I$, traversing a distance $x$ through some material before interacting, is related to the incoming intensity, $I_0$, by [13]:

$$I = I_0 e^{-\mu x}$$

2.1a

Where $\mu$ is the linear attenuation coefficient, which is an energy dependent quantity, and $x$ is the distance travelled by the photon. The probability of a photon undergoing an interaction at a distance $x$ within the material is given by slightly rearranging Equation 2.1a:

$$P = \frac{I}{I_0} = e^{-\mu x}$$

2.1b

Substituting in $t$ for $x$ in Equation 2.1b gives the probability that a photon can traverse through the material without interacting with an atom. Most tables report the attenuation coefficient for a material in terms of the material density; this is known as the mass attenuation coefficient, $\mu_m$. This is related to the linear attenuation coefficient by:

$$\mu = \mu_m \ast \rho$$

2.2

Where $\rho$ is the density of the target material. Equation 2.1b gives insight to the number of photons transmitted through some material, which in turn determines the number of photons interacting within the material. However, Equation 2.1b does not indicate how these photons will interact with the material. For this, consideration of the ways in which photons interact with matter must be taken into
account. Recall from Chapter 1 that for the energy ranges considered for this thesis (approximately 1 to 18.6 keV), the main interaction types will be the photoelectric effect and Compton scattering, so only these two processes will be considered. Pair production has a threshold of 1.022 MeV, which is much higher than the energies being considered for this study.

2.1.1 Photoelectric Effect

The photoelectric effect occurs when a photon transfers all of its energy to an electron in some medium. This process is illustrated in Figure 2.3.

![Figure 2.3 Illustration of the photoelectric effect [13]](image)

If the incoming photon has sufficient energy, it can free a tightly bound electron from its shell, and at this point it becomes a photoelectron. The energy that it will carry off is given by [13]:

\[ E_K = h\nu - E_b \] 2.3
Where $E_K$ is the kinetic energy of the photoelectron, $h$ is Planck’s Constant, $\nu$ is the frequency of the incoming photon and $E_b$ is the minimum energy required to liberate an electron from an atom, also known as the binding energy [13]. Once the photoelectron has acquired this kinetic energy, it will leave the atom it was bound to and likely deposit its energy within the medium through further ionizations and excitations. The photoelectron leaves a vacancy in its atom that will subsequently be filled by an electron from a higher shell. When an electron moves from a higher shell to a lower shell, it emits a photon which is known as a fluorescent photon; emissions of this type are also known as characteristic x-rays, and will be explored later. With the emission of a fluorescent photon, one of two things can occur; this photon can leave the atom, or it will transfer its energy to an electron in a higher shell, causing an additional ionization of the atom. Electrons that are emitted following the interaction with a fluorescent photon are called Auger electrons. The probability, $\tau$, of a photon (x-ray in particular) undergoing photoelectric absorption is roughly proportional to [13]:

$$\tau \sim \frac{Z^n}{(h\nu)^3}$$

Where $n$ varies between 3 and 4, depending on the energy.
2.1.2 Compton Effect

The Compton effect differs from the photoelectric effect in the way that a photon transfers its energy. The Compton effect is where an incident photon, of energy $E$, scatters off an atomic electron. After the scattering process, the photon is deflected at an angle $\theta$ and carries off an energy $E'$; the energy lost by the photon is transferred to the electron. Figure 2.4 illustrates this process.

![Diagram of Compton scattering](image)

**Figure 2.4 – Illustration of Compton scattering [16]**

The incident photon will usually scatter off an electron whose binding energy is much lower than that of the photon energy [13]. The equation for the resultant energy carried off by the scattered photon is given by [2]:

$$E' = \frac{E}{1 + \frac{E}{m_e c^2} (1 - \cos \theta)}$$  \hspace{1cm} 2.5

Where $m_e$ is the mass of the electron, $c$ is the speed of light and $\theta$ is the deflection angle of the scattered photon. For the photon energies considered in this thesis, the Compton scattering process will not transfer much energy to the electron [13]. As an example, consider an 18 keV photon undergoing a maximum energy transfer Compton interaction ($\theta = 180^\circ$). The scattered photon will carry off an energy of about 16.8 keV, giving the electron an energy of 1.18 keV. Therefore, the Compton...
interactions in water will produce low energy electrons, which are required in order to mimic tritium. However, since the Compton interaction cross section is lower than the photoelectric cross section at these energies (see Figure 2.5), it is likely that the ratio of Compton interactions to photoelectric absorption in water will be minute.

![Photoelectric vs. Compton](image)

**Figure 2.5 Photoelectric versus Compton interaction cross section data for water [18]**

### 2.1.3 Characteristic X-Rays

Recall that a photon with sufficient energy can liberate an electron from its atomic shell, leaving a vacancy in its place. This is illustrated in Figure 2.6. Suppose an incident x-ray of energy $E$ interacts with an electron in an energy state, $E_0$, and ejects it. The ejected electron will carry off energy $(E - E_0)$, and leave a vacancy in its place. An electron from a higher shell, of energy $E_1$, will drop down to fill the vacancy, and in doing so emits a secondary x-ray with energy $(E_1 - E_0)$. Secondary
x-rays that are produced in this manner are emitted isotropically [20]. These secondary x-ray emissions are called characteristic because the energy they carry off is unique for each atom [2]. This uniqueness in energy is valuable to this work, because the characteristic x-ray output of some materials may allow modification of the output spectrum of an x-ray source so that it more closely matches the tritium spectrum.

Figure 2.6 Illustration of characteristic x-ray emission [22]

Figure 2.6 shows that each electron shell has a designated letter (ie. K, L, M and so on). An incident photon can interact with an electron in any shell, however, K shell excitations are the most probable origin of a photoelectron if the incoming photon has sufficient energy [13]. Table 2.1 shows how characteristic x-rays are designated based on the shell transition.

<table>
<thead>
<tr>
<th>Transition</th>
<th>X-ray Nomenclature</th>
</tr>
</thead>
<tbody>
<tr>
<td>L → K</td>
<td>K_α</td>
</tr>
<tr>
<td>M → K</td>
<td>K_β</td>
</tr>
<tr>
<td>M → L</td>
<td>L_α</td>
</tr>
<tr>
<td>N → L</td>
<td>L_β</td>
</tr>
</tbody>
</table>

Table 2.1 Characteristic x-ray Nomenclature
As noted earlier, the emitted characteristic x-ray can either leave the atom, or interact with an electron in a higher shell and produce an Auger electron. The fluorescent yield is a quantity that is defined as the probability that an inner shell ionization will result in the emission of a characteristic x-ray (i.e., leave the atom) [2]. The graph in Figure 2.7 shows the fluorescent yield versus the atomic number. In this figure, K-shell and L-shell correspond to ionizations occurring in the K and L shell respectively. As shown in Figure 2.7, the fluorescent yield for K shell ionizations increases very rapidly with increasing atomic number. Materials should be chosen such that their characteristic x-ray energies lie within the range required, and that they have “adequate” fluorescent yields. Figure 2.7 and data on characteristic x-ray energies will facilitate selection of the best materials.

![Fluorescent yields for various materials](image)

**Figure 2.7 Fluorescent yields for various materials [35]**

It should be noted that due to the structure of the atom, the electron energies in the shells above K are not degenerate. This means that an atom's L shell for
example, is subdivided into three distinct energy shells (LI, LII and LIII). Therefore, the L→K transition is actually LIII→K and LII→K \(^5\), both of which emit distinct K x-ray energies [2]. However, the energy differences for the materials being used for this thesis are negligible, so the transitions as indicated in Table 2.1 are valid.

### 2.2 Electron Interaction with Matter

The electron is an elementary particle that is negatively charged and is one of the fundamental constituents of atoms, along with protons and neutrons. Since the electron is a charged particle, its interaction is fundamentally different from the interactions of uncharged particles, such as photons and neutrons. The transport of neutral particles is essentially characterized by infrequent isolated collisions as they interact with matter [16]. Electrons on the other hand are continuously subjected to long-range Coulomb forces as they traverse through some material. As an example, a photon undergoing an energy loss from 0.5 MeV to 0.0625 MeV will likely experience fewer than 10 interactions, while an electron over the same energy loss will have about \(10^5\) individual interactions [16]. As discussed later, this makes transporting electrons a difficult task for modeling purposes. As with photons, the interaction of electrons with matter is essentially based on how they transfer (or deposit) their energy in some medium. The mechanism by which electrons transfer their energy is known as the stopping power, which is defined as the average energy lost per unit path length [2]; for electrons, the stopping power can be collisional or radiative.

\(^5\) Quantum *selection rules* forbid the LI→K transition. See ref. [19] for more.
Electrons can lose energy through collisions with atomic electrons, which can lead to ionizations and excitations in the medium [35]. Electrons that are liberated through electron impact collisions are called knock-on electrons. The relative importance between ionization and excitation increases very rapidly with the energy of the electron (i.e., ionizations more prevalent at higher energies). As an electron passes through some material, it can lose no more than half of its energy in a single collision [14]. According to quantum mechanics, the outgoing electrons from such a collision are indistinguishable; therefore, the electron with the lower energy after a collision is treated as the impacted electron [2]. The collisional stopping power describes the energy loss due to direct collisions with atomic electrons; for relativistic electrons, it is given by [2]:

\[
-\left(\frac{dE}{dx}\right)_{\text{col}} = \frac{1}{(4\pi \varepsilon_0)^2} \frac{2\pi e^4 n}{m_e v^2} \left( \ln \left( \frac{(m_e c^2)^2 \varepsilon^2 (\varepsilon + 2)}{2l^2} \right) + F(\beta) \right)
\]

\[2.5\]

\[
F(\beta) = (1 - \beta^2) \left[ 1 + \frac{\varepsilon^2}{8} - (2\varepsilon + 1)\ln(2) \right]
\]

Where:

- \(\varepsilon_0\) – Vacuum permittivity constant \((8.854\times10^{-12}\,\text{F/m})\)
- \(e\) – Electron charge \((1.6\times10^{-19}\,\text{C})\)
- \(n\) – Atom density (# of particles/cm\(^3\))
- \(v\) – Velocity of particle (m/s)
- \(\varepsilon\) – Ratio of kinetic energy to rest mass energy
- \(l\) – Ionization potential or binding energy (MeV)
- \(\beta\) – Ratio of velocity to the speed of light
An electron can be decelerated due to the electric field generated by the nucleus of an atom. This deceleration causes the atom to give off what is known as Bremsstrahlung radiation\textsuperscript{6} [2]. Bremsstrahlung radiation has a continuous energy spectrum, with an intensity that depends on the energy of the electron and the atomic number of the material it traverses. There is no analytical formula for the radiative stopping power, however, it can be approximated as a ratio to the collisional stopping power [2]:

\[
\frac{(dE/dx)_{rad}}{(dE/dx)_{col}} \approx \frac{ZE}{800}
\]

Where \(E\) is the sum of the electron kinetic energy and its rest mass energy. This implies that radiative losses are only significant for high energy electrons and high \(Z\) materials. Since electrons will be produced in water, it’s expected that radiative losses will be negligible.

\textsuperscript{6}Bremsstrahlung radiation is also known as braking radiation
2.3 Monte Carlo Radiation Transport

Much of the analysis for this thesis was performed using the MCNP transport code, so it is important to outline the basics of how this code works and how it transports radiation. MCNP is a general purpose code that can transport neutrons, photons and electrons. The transport of radiation is a stochastic process, which makes MCNP (and Monte Carlo methods in general) a powerful tool for simulating radiation transport problems, since its algorithms rely on random sampling. Figure 2.8 is an example of a typical radiation transport problem in MCNP.

![Figure 2.8 Typical radiation transport problem](image)

In this problem, photons are emitted at different angles, and undergo collisions within some medium. During a simulation, MCNP will randomly sample for where a particle will experience an interaction, direction after a collision and the type of interaction that will take place. MCNP treats each source particle as an independent random event, and will follow each particle throughout its history (life to death); the history of secondary particles can also be tracked. As the simulation progresses,
user defined quantities of interest (ie. energy deposition in a medium) are tallied, as well as the statistical precision of the results [17]. In order to simulate the problem in Figure 2.8, the user must create an input file that specifies some aspects of the transport problem, such as:

- Energy and direction of the source photons
- Geometrical and material makeup of the region where the photons are interacting
- Whether or not to track secondary particles
- Tally (detector) options important to the problem

The input file is therefore one of the more important aspects of the radiation transport problem. Appendix C shows some of the input files that were used for this thesis, and the details for these models in particular will be explored in chapter 3. For a more comprehensive overview on the structure and syntax of the input file, see reference 17. It should be noted that Monte Carlo methods use approximations to simulate the physics of radiation transport in some medium [17]. The remainder of this chapter will therefore focus on the transport of photons and electrons in MCNP.

2.3.1 Photon Transport in MCNP

In MCNP, a photon is transported by tracking its history as it moves through the medium. This is done by taking into account the distance it travels between collisions. It should be noted that photons have a low energy cut-off of 1 keV; if a photon's energy drops below this lower limit, MCNP will stop tracking it, and deposit
the remaining energy locally. The distance to a collision is related to the macroscopic cross section, $\Sigma_t$, of the medium that the particle is being transported through. This quantity is interpreted as the probability per unit length that a particle will undergo a collision. The probability, $P$, that a particle will travel a distance $x$ before experiencing a collision is given by [17]:

$$P(x) = e^{-\Sigma_t x}$$  \hspace{1cm} 2.7

Note that this equation is almost identical to Equation 2.1b. In fact, for photons, the macroscopic cross is the same as the linear attenuation coefficient, so Equation 2.7 can be rewritten as Equation 2.1b:

$$P(x) = e^{-\mu x}$$

From here, the probability of a photon experiencing a collision between $x$ and $x + dx$ is [17]:

$$P(x)dx = e^{-\mu x}\mu dx$$  \hspace{1cm} 2.8

Setting the left side of Equation 2.8 to be a random number, $\xi$, on the interval [0,1) and integrating the right side, gives:

$$\xi = \int_0^l e^{-\mu x}\mu dx = 1 - e^{-\mu l}$$

Rearranging and solving for $l$:

$$l = -\frac{1}{\mu} ln(1 - \xi)$$  \hspace{1cm} 2.9

The term $(1 - \xi)$ is randomly distributed the same way that $\xi$ is, so Equation 2.9 can be further simplified as:

$$l = -\frac{1}{\mu} ln(\xi)$$  \hspace{1cm} 2.9b
This equation is very dependent on the medium the photon is travelling through, so it is important for MCNP to keep track of the photon position with respect to the boundary surfaces of a given medium. To understand why this is important, consider a photon that is within some medium and has just undergone a collision. Using Equation 2.9b, MCNP will calculate the distance to the next collision point. If the distance to this collision point is less than the distance to a medium’s surface crossing, then the photon will undergo a collision. If instead the distance to a collision is greater or equal to the distance to a surface crossing, the photon will cross the boundary, and MCNP will continue to track the photon’s history at the surface crossing point. This is true for neutrons and electrons as well [17]. Photons will either undergo one of the two photon interaction types discussed earlier. In MCNP, the probability of a photon undergoing a certain interaction type is determined by the ratio of the cross section for that interaction type to the total cross section. Therefore, by using the cross section tables, MCNP can create a probability distribution, that can be sampled randomly to determine which interaction will occur [22]. The photoelectric cross section is roughly given by Equation 2.4; for Compton scattering, the cross section is described by the Klein-Nishina cross section, \( K(\alpha, \mu) \) [17]:

\[
K(\alpha, \mu) d\mu = \pi r_0^2 \left( \frac{\alpha'}{\alpha} \right)^2 \left[ \frac{\alpha'}{\alpha} + \frac{\alpha}{\alpha'} + \mu'^2 - 1 \right] d\mu' \tag{2.10}
\]

Where \( r_0 \) is the Bohr radius, \( \mu' \) is the cosine of the angle the incident photon was scattered off at and \( \alpha \) and \( \alpha' \) are related to the incident and final photon energies, respectively, by:
For this thesis, MCNP uses Khan’s method for sampling the Compton scattering process exactly [17].

\[
\alpha = \frac{E}{mc^2} \\
\alpha' = \frac{\alpha}{[1 + \alpha(1 - \mu)]}
\]

2.3.2 Electron Transport in MCNP

As described in Section 2.2, the interactions of electrons with matter are more extensive than they are for photons, since they can undergo several interactions within a medium. This makes modeling every electron interaction particularly difficult and not feasible for some transport problems since it can be computationally taxing. Instead, MCNP makes use of some multiple scattering theories to simplify the transport of charge particles in general. However, these theories rely on a variety of approximations, so they cannot solve the entire transport problem.

MCNP employs a method for electrons that is somewhat similar to the transport of photons which is known as the Condensed History Monte Carlo Method. As with photons, this method breaks the electron energy loss into steps, or path lengths, that combine to describe the electrons complete history. The steps must be chosen such that they are long enough to satisfy the multiple scattering theories, but short enough to ensure that the energy loss is small compared to the kinetic energy of the electron [17]; each step is further divided into substeps to ensure that the
electron trajectory after a major step is accurate. Angular deflections and energy losses at each step can be sampled by the appropriate multiple scattering theory. Data tables are used to sample for bremsstrahlung x-rays, K x-rays and knock-on electrons at each substep. A substep can produce one or no photons, and if one is produced, the energy and direction of the photon is sampled from the tables. The electron trajectory is unaffected by the production of the photon, however, it will lose whatever energy was obtained by the photon at the end of the substep. The production of K x-rays follows the same process as described earlier for photons. Knock-on electrons are only tracked if their energy after collision is greater than 1 keV (low energy cut-off for electrons). Due to the approximations made by the multiple scattering theories, the energy and direction of the primary electron is not updated following the collision.
CHAPTER 3
EXPERIMENTAL AND MODELING METHODOLOGY

3.1 Experimental Apparatus

3.1.1 X-Ray Generator

The general working principle of an x-ray generator is that x-rays are produced through electron impact with some target material. Electrons are emitted from a cathode and collected at an anode, therefore establishing an electron beam through the tube. The cathode and anode are connected to a high voltage power source to accelerate electrons emitted from the cathode and these electrons collide with the anode material, interacting with the material via the same mechanisms discussed in Chapter 2 [26]. Figure 3.1 shows a schematic of a general x-ray tube, and illustrates the x-ray generation process.

![X-ray tube schematic](image)

*Figure 3.1 X-ray tube schematic [23]*
The energy of these electrons is related to the voltage setting, such that, if the voltage is set to 10 kV, then the energy of the electrons will be 10 keV. X-ray production is a very inefficient process, because 99% of the energy released is in the form of heat and many of the low energy x-rays are absorbed in the tubes medium [25]. In fact, less than 1% of the energy released is used to generate Bremsstrahlung and characteristic x-rays. Recall that the energy that an electron loses as it is being slowed down by its Coulomb interaction with an atomic nucleus is given off as Bremsstrahlung x-rays. These x-rays will have a continuous energy spectrum, with a maximum energy equal to the electron energy, and can be produced at almost any voltage setting. Characteristic x-rays are also produced, but recall that their energies are discrete. Furthermore, the production of characteristic x-rays is largely dependent on the energy of the electrons and the material makeup of the target. The intensity of the x-ray beam can be adjusted by changing the applied current. As shown in Figure 3.1, the x-rays are emitted in an output cone from the target; the angle of the cone is generally based on the angle of the target with respect to the electron beam. The output beam can be narrowed through the use of a collimator if the cone is too broad for practical use [26].
The x-ray generator that was used for this study was the Amptek Miniature Portable X-Ray Tube (Mini-X), illustrated in Figure 3.2 above. The Mini-X is a self-contained x-ray tube system which includes the x-ray tube, power supply, control electronics and USB communication for PC connections. It has a maximum operating voltage of 40 kV and a minimum operating voltage of 10 kV. Also, it has a maximum operating current is 200 µA and a minimum operating current is 5 µA. The Mini-X uses a silver anode for x-ray production and the spectrum at different operating voltages can be seen in Figure 3.3 [27]. As expected, each spectrum has a Bremsstrahlung continuum, and characteristic x-ray energies are only seen for operating voltages greater than 30 kV. These peaks correspond to the K x-rays of silver. It should be noted that these spectra correspond to a filtered x-ray source.
An attractive feature of the Mini-X is that the spectrum generated at 20 kV is approximately similar to what one would expect from the tritium beta energy spectrum. With this in mind, it is clear that if characteristic x-rays are to be used to modify the Mini-X spectrum, then the target material must be arranged in such a way that the characteristic x-rays it emits are adding to the 20 kVp spectrum and not filtering out too many higher energy photons.
Figure 3.4 shows the Mini-X along with some of its accessories. The brass safety plug is meant to be installed when the Mini-X is not in use. If the tube is in operation, the brass plug will reduce the dose rate to less than 25 $\mu$Sv/h at 5 cm away. When the Mini-X is not collimated, the output cone has an angle of 120$^\circ$, which is a fairly broad x-ray beam. In order to make the beam narrower, a collimator can be used; for this work, the 2 mm collimator was used. When this collimator is installed, it reduces the angle of the output cone to only 5$^\circ$ [27]. The Mini-X also has a set of filters that fit in the screw-on brass cover. The practical use of filters is illustrated in Figure 3.5. In general, filters are useful because they can absorb low energy x-rays well, and they can significantly reduce the x-ray intensity. However, the use of filters can pose some issues and this will be explored in the next chapter.
For this thesis, a silicon drift detector (SDD) was used for x-ray detection. This detector is a solid state detector that measures the energy of a photon by the amount of ionization it produces in the detector material, which is high purity silicon [28]. The advantages of SDDs are listed as follows [29]:

- Can measure higher count rates than other x-ray detectors
- High energy resolution (ie. 125 eV FWHM at 5.9 keV)
- Can eliminate edge effects and false peaks
- High peak-to-background ratio
- Do not require liquid nitrogen for cooling
The detector that was used for this study was the Amptek X-123 Silicon Drift Detector (X-123), shown in Figure 3.6.

![Figure 3.6 X-123 x-ray detector](image)

This spectrometer includes the SDD, preamplifier, digital pulse processor (DPP), multichannel analyzer (MCA) and a power supply. As with the Mini-X, the X-123 has a USB connection for communication with a computer. The SDD is mounted on a thermoelectric cooler and coupled to a custom charge sensitive preamplifier; the cooler in particular reduces the electronic noise in both the detector and preamplifier. The DPP digitizes the preamplifier output, applies real-time digital processing to the signal, detects the peak amplitude and bins this in its histogram memory [29]. The spectrum is then transmitted to the data acquisition software; the software interface can be seen in Figure 3.7. This software also allows the user to adjust the settings and control the operation of the detector. Before experimental data was to be taken, the detector was calibrated using an iron-55 source. Iron-55 is a radioactive isotope with a half-life of 2.737 years. It decays via electron capture, and emits x-rays with energies 5.89 keV and 6.49 keV.
3.1.3 Target Materials

The target materials that were chosen to investigate the production of characteristic x-rays were iron and titanium, which are shown in Figure 3.8. Also shown in this figure is germanium, but this target was not used for investigation.
Iron and titanium were chosen because of their K x-ray energies, which lie in the region where the Mini-X spectrum is less intense. Table 3.1 shows the K x-ray energies, thickness and fluorescent yield for both materials. L x-rays have a very low yield for these materials (~0.1%), so they were not considered.

<table>
<thead>
<tr>
<th></th>
<th>Iron</th>
<th>Titanium</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_\alpha$ (keV)</td>
<td>6.403</td>
<td>4.510</td>
</tr>
<tr>
<td>$K_\beta$ (keV)</td>
<td>7.057</td>
<td>4.931</td>
</tr>
<tr>
<td>Thickness (μm)</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>Fluorescent Yield</td>
<td>0.340</td>
<td>0.214</td>
</tr>
</tbody>
</table>

Table 3.1 Characteristic x-ray energies, thickness and yield for materials [31]

3.1.4 Experimental Setup

![Experimental setup](image)

The experimental setup is shown in Figure 3.9. The Ontario Ministry of Occupational Health and Safety regulations require that any x-ray device to be used in a permanent location must be fixed in place, so the Mini-X is mounted on two
pieces of wood and fixed to the workbench in the lab. Also in Figure 3.9 is the ‘cross’ enclosure which has two purposes. The first is that it allows the Mini-X and detector to be coupled, such that they are along the same axis. Secondly, the cross acts as a radiation shield, capable of preventing 40 keV x-rays from escaping the enclosure. Not shown in Figure 3.9 is the target material, which is inside the enclosure, directly in front of the Mini-X.

![Figure 3.10 Mini-X’s interlock and LED [27]](image)

There are also safety features in place to prevent accidental exposure to the user. One feature is the Mini-X’s alarm, which sounds off a series of beeps and flashes an LED while the Mini-X is in use. The LED can be seen in Figure 3.10 at the J3 label. Also shown in the figure is the second feature, the Mini-X’s hardware interlock. For the Mini-X to be used, pins 1 and 2 on the interlock must be connected together. If the connection is broken while the Mini-X is producing x-rays, the Mini-X will be disabled and the user will have to re-establish the connection and restart it. The user has the option of interfacing an external safety mechanism with the interlock for added security, which has been done by implementing a circuit with the interlock. Figure 3.11 shows a schematic of the circuit.
This circuit uses a magnetic switch which is mounted on the cross enclosure and the Mini-X’s conflat (see Figure 3.9). When the conflat and the cross are in contact, the interlock connection is closed and the Mini-X can be used. When the two are not in contact, the interlock connection is opened, preventing the Mini-X from producing x-rays, and ensuring no accidental exposure to the user. For more information regarding the experimental setup, see Appendix B.

3.2 Modeling Methodology

Computational modeling was used to investigate many aspects of this thesis. Models were developed to simulate characteristic x-ray production from an iron target, titanium target and a composite iron-titanium target. Also, another model was developed to investigate the electron spectrum generated in water. In most cases, the photon source was modeled to simulate the Mini-X at a 20 kV operating voltage, however some characteristic x-ray simulations used a monoenergetic beam at different energies. The models for the characteristic x-ray simulations all had the same basic input file, with minor differences, such as target composition and thickness. A generic input file for these simulations can be found in Appendix C.
Figure 3.12 illustrates the basic geometry for the models; for these simulations, the green object would correspond to the target material, and the blue object to the ‘detector’. This figure was generated with the MCNP Visual Editor software called VIxEDX [17].

Not seen in Figure 3.12 is the photon source, which was modeled as a circular, planar source, with a circumference equal to that of the target. Also, the source was situated in front of the target, such that all emitted photons would cross its boundary surface. The detector area was chosen to be much larger than the target, in order to measure as many characteristic x-rays emitted in the forward direction (away from the source) as possible. The target was modeled based on the
thicknesses and expected irradiated area of iron and titanium. For the composite target simulations, a thickness of 75 μm was used.

The geometrical model that was developed to investigate the electron spectrum in water was similar to the one seen in Figure 3.12, with the detector being replaced by a slab of water, and the target was an aluminium absorber. Water slabs of varying thicknesses were used. The photon source was modeled to simulate an unfiltered Mini-X output spectrum. The MCNP input file for this model can be seen in Appendix C.
CHAPTER 4
RESULTS AND DISCUSSION

4.1 Theoretical Predictions

The early work for this research first sought to determine the amount of K shell ionizations that would result in the emission of a characteristic x-ray (as opposed to an Auger electron emission), and how many will escape the target in the forward direction (see Figure 1.3). A prediction for characteristic x-ray production within the target can be determined by taking into account the interaction rate of source photons within the target material. From the interaction rate, the following equation for the fluorescence rate, $F$, is given as [32]:

$$ F = \phi \mu_{mp} \rho V \omega $$  \hspace{1cm} 4.1

Where $\phi$ is the photon flux, $\mu_{mp}$ is the mass photoionization attenuation coefficient, $\rho$ is the density, $V$ is the volume and $\omega$ is the fluorescent yield of the target material. This equation describes the rate at which characteristic x-rays are being produced in the target. Without the fluorescent yield parameter, this formula is similar to the one used to determine the photon interaction rate within a target [32]. It should be noted that the volume and flux in Equation 4.1 will depend on the distance, $d$, between the source and the target, due to the Mini-X's output cone, as shown in Figure 4.1.
The Mini-X has a 5° output cone, and at any distance, the source will irradiate a thin cylindrical volume with radius $r$ and thickness $t$. For the purpose of this research, the distance between the source and target is no more than 1 cm. At this distance however, all source photons will be incident on the target; therefore, moving the target closer to the source will change both the flux and irradiated volume proportionally, resulting in the same fluorescence rate.

Recall that the materials used for this thesis were iron and titanium, which have thicknesses of 75 µm and 100 µm respectively. Table 4.1 shows some additional physical data for both materials that were used for fluorescence rate calculations. Lastly, a flux of $10^6 \text{ cm}^{-2}\text{s}^{-1}$ was used for all energies since this is approximately the same flux emitted from the Mini-X.

<table>
<thead>
<tr>
<th></th>
<th>Iron</th>
<th>Titanium</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>0.340</td>
<td>0.219</td>
</tr>
<tr>
<td>$M (\text{g/mol})$</td>
<td>55.85</td>
<td>47.90</td>
</tr>
<tr>
<td>$\rho (\text{g/cm}^3)$</td>
<td>7.860</td>
<td>4.506</td>
</tr>
<tr>
<td>$V (\text{cm}^3)$</td>
<td>$4.49156\times10^{-5}$</td>
<td>$5.9887\times10^{-5}$</td>
</tr>
</tbody>
</table>

Table 4.1 Physical data for target materials [31]
For k-shell ionizations, the binding energy for iron and titanium is 7.112 keV and 4.966 keV respectively [31], so only energies greater than these were considered for each material. Tables 4.2a and 4.2b display the results for the fluorescence rate calculations, up to a maximum energy of 20 keV. From these calculations, the most notable trend is that the fluorescence rate decreases with increasing energy. This is expected since the rate is directly proportional to the cross section, which also decreases with increasing energy. Another observation is that iron is more fluorescent than titanium at a similar energy. This result confirms the trend seen in Figure 2.7, where the fluorescent yield was seen to increase with increasing atomic number. This result will have some important consequences as will be seen later.

**Table 4.2a Calculated Fluorescent Rates for iron**

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>$\mu_m (cm^2/g)$</th>
<th>Rate (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.112*</td>
<td>405.9</td>
<td>48721</td>
</tr>
<tr>
<td>8</td>
<td>304.0</td>
<td>36490</td>
</tr>
<tr>
<td>9</td>
<td>224.3</td>
<td>26923</td>
</tr>
<tr>
<td>10</td>
<td>169.4</td>
<td>20333</td>
</tr>
<tr>
<td>15</td>
<td>56.23</td>
<td>6749</td>
</tr>
<tr>
<td>20</td>
<td>25.05</td>
<td>3007</td>
</tr>
</tbody>
</table>

*Binding energy

**Table 4.2b Calculated Fluorescent Rates for titanium**

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>$\mu_m (cm^2/g)$</th>
<th>Rate (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.966*</td>
<td>685.9</td>
<td>39609</td>
</tr>
<tr>
<td>5</td>
<td>682.0</td>
<td>39384</td>
</tr>
<tr>
<td>6</td>
<td>430.8</td>
<td>24878</td>
</tr>
<tr>
<td>8</td>
<td>201.1</td>
<td>11613</td>
</tr>
<tr>
<td>10</td>
<td>109.7</td>
<td>6335</td>
</tr>
<tr>
<td>15</td>
<td>35.18</td>
<td>2032</td>
</tr>
<tr>
<td>20</td>
<td>15.33</td>
<td>885</td>
</tr>
</tbody>
</table>

*Binding Energy
The overall fluorescence rates for both materials appear to be producing an adequate amount of characteristic x-rays per second. What remains to be seen, however, is how many of these x-rays will be emitted in the forward direction, and of those, how many will escape the target. Predicting this analytically is challenging, since it largely depends on where the source photon interacts within the material and the emission direction of the characteristic x-rays, which are both stochastic processes. In light of this, MCNP was used.

For these simulations, $10^7$ starting particles were used, and photons arriving at the detector were tallied. MCNP output files also indicate the number of characteristic x-rays that were produced. The results are shown in Tables 4.3a and 4.3b. In these tables, the K x-ray rows are the number of characteristic x-rays arriving at the detector, and the Fluorescence row indicates the number of interactions that resulted in the emission of a characteristic x-ray (as opposed to an Auger emission).

<table>
<thead>
<tr>
<th>Simulation Results for Iron</th>
<th>5 keV</th>
<th>8 keV</th>
<th>10 keV</th>
<th>15 keV</th>
<th>20 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\alpha}$ (6.40 keV)</td>
<td>0</td>
<td>151</td>
<td>177</td>
<td>1087</td>
<td>1825</td>
</tr>
<tr>
<td>$K_{\beta}$ (7.06 keV)</td>
<td>0</td>
<td>59</td>
<td>65</td>
<td>217</td>
<td>289</td>
</tr>
<tr>
<td>Fluorescence</td>
<td>0</td>
<td>85780</td>
<td>85751</td>
<td>82714</td>
<td>66401</td>
</tr>
</tbody>
</table>

Table 4.3a Simulation results for iron

<table>
<thead>
<tr>
<th>Simulation Results for Titanium</th>
<th>5 keV</th>
<th>8 keV</th>
<th>10 keV</th>
<th>15 keV</th>
<th>20 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\alpha}$ (4.51 keV)</td>
<td>22</td>
<td>38</td>
<td>137</td>
<td>540</td>
<td>518</td>
</tr>
<tr>
<td>$K_{\beta}$ (4.93 keV)</td>
<td>12</td>
<td>8</td>
<td>25</td>
<td>91</td>
<td>92</td>
</tr>
<tr>
<td>Fluorescence</td>
<td>32056</td>
<td>32036</td>
<td>31780</td>
<td>25642</td>
<td>16040</td>
</tr>
</tbody>
</table>

Table 4.3b Simulation results for titanium
At 5 keV for iron, no fluorescence events occur in the material, which is expected since a 5 keV photon has insufficient energy to liberate a K shell electron in iron. In general, the trend seen from the simulation results is that the number of characteristic x-rays arriving at the detector increases with increasing energy. The reason for this is because higher energy photons are more likely to have interactions deeper within the target, which in turn gives the characteristic x-rays a better chance of escaping the remaining target material in the forward direction. This also explains why the simulation for 20 keV photons incident on titanium tallied less characteristic x-rays at the detector than the 15 keV case. To see why, recall Equation 2.1b:

\[ P = e^{-\mu_m t} \quad 4.2 \]

Where \( t \) is the thickness of the target material. At 15 keV and 20 keV, there is a 20% chance and a 49% chance, respectively, that a photon can pass through the titanium target. Compare this with iron, where at 20 keV, a photon only has a 22% chance of escaping. Therefore, since fewer photons are interacting with titanium at 20 keV, there is less characteristic x-ray production.

From the results, it may be seen that many of the characteristic x-rays that were produced in the target were not detected. At 20 keV in particular, only 2.7% and 3.2% of the characteristic x-rays produced were detected for iron and titanium respectively; the percentages are even less for the lower energy simulations. These losses can be attributed to two main reasons. The first is that characteristic x-rays
are emitted isotropically, so the emission distribution is spherical. This implies that there will be geometric losses that depend on the distance between the target and the detector, and the detectors area. An approximation for these losses can be determined by calculating what is known as the geometric efficiency [28], which is a quantity that takes into account the fact that only a fraction of the emitted x-rays will be detected. The second reason for the losses seen is due to the fact that characteristic x-rays can be absorbed (attenuated) in the target material.

4.2 Characteristic X-Ray Simulation Results

4.2.1 Composite Target

Characteristic x-rays are commonly used for elemental analysis due to the unique energies emitted by each atom, through a process called X-Ray Fluorescence (XRF) Spectroscopy [33]. From these analyses, it has been found that the composition of a given material is essentially proportional to the relative intensity of the K x-rays measured. The results from the last section confirmed that iron is more fluorescent than titanium. However, in order to mimic the beta decay spectrum of tritium accurately, titanium must yield a greater intensity than iron. Based on the results of XRF analysis, this implies that if a composite target is to be constructed, the target composition must have more titanium than iron. To determine the composition needed, simulations were done to analyse the characteristic x-ray output for a composite target of differing compositions of iron and titanium. These simulations used a 15 keV photon source, and characteristic x-rays were tallied in the silicon detector, but only the $K_\alpha$ x-ray counts were
considered. The composition for each simulation was specified by atom fractions, and a target thickness of 75 µm was used. Seven simulations were performed, the results of which can be seen in Figures 4.2a-4.2g. Note that the iron $K_\alpha$ counts are at 6.4 keV, and the titanium $K_\alpha$ counts are at 4.51 keV.

![80% Iron - 20% Titanium](image)

*Figure 4.2a X-ray spectra for composition of 80% iron, 20% titanium*
Figure 4.2b X-ray spectra for composition of 70% iron, 30% titanium

Figure 4.2c X-ray spectra for composition of 60% iron, 40% titanium
Figure 4.2d X-ray spectra for composition of 50% iron, 50% titanium

Figure 4.2e X-ray spectra for composition of 40% iron, 60% titanium
Figure 4.2f X-ray spectra for composition of 30% iron, 70% titanium

Figure 4.2g X-ray spectra for composition of 20% iron, 80% titanium
The Figures show how varying the material composition affects the relative intensity of the K x-rays. Table 4.4 shows the ratio of normalized $K_\alpha$ counts for titanium, $C_{Ti}$, and iron, $C_{Fe}$, for different atom fractions of titanium.

<table>
<thead>
<tr>
<th>Titanium Atom Fraction</th>
<th>$C_{Ti}$ (x10$^{-5}$)</th>
<th>$C_{Fe}$ (x10$^{-5}$)</th>
<th>Ratio ($C_{Ti}/C_{Fe}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>5.20</td>
<td>59.6</td>
<td>0.08725</td>
</tr>
<tr>
<td>0.3</td>
<td>6.60</td>
<td>44.6</td>
<td>0.14798</td>
</tr>
<tr>
<td>0.4</td>
<td>11.4</td>
<td>37.8</td>
<td>0.30159</td>
</tr>
<tr>
<td>0.5</td>
<td>19.8</td>
<td>32.7</td>
<td>0.6055</td>
</tr>
<tr>
<td>0.6</td>
<td>27.4</td>
<td>29.9</td>
<td>0.91639</td>
</tr>
<tr>
<td>0.7</td>
<td>44.2</td>
<td>23.3</td>
<td>1.897</td>
</tr>
<tr>
<td>0.8</td>
<td>74.3</td>
<td>19.4</td>
<td>3.8299</td>
</tr>
</tbody>
</table>

Table 4.4 Simulation results for composite target

Figure 4.3 shows that the count ratio increases exponentially as the atom fraction of titanium is increased. This exponential relationship arises from the fact that as the atom fraction of titanium is increased, the attenuation coefficient for the composite target decreases. From Equation 2.1b, it is clear that a decreasing attenuation
Coefficient allows the primary photons to interact deeper within the target, giving the characteristic x-rays a higher probability of escaping towards the detector. Since the probability of escape is an exponential relation, it is expected that the counts arriving at the detector will also follow an exponential trend. The trendline shown in Figure 4.3 was obtained through regression techniques in EXCEL; the equation for this trendline can be rewritten as:

\[ C_R = 0.024e^{6.271A_T} \]  

4.3

Where \( C_R \) is the count ratio, and \( A_T \) is the titanium atom fraction. With this equation, an approximate composition can be predicted that will be suitable for mimicking the tritium beta decay energy spectrum. Recall that the \( K_\alpha \) energies for iron and titanium are 6.4 keV and 4.51 keV respectively. The decay spectrum data for tritium is shown in Appendix A, and from this it is seen that at 6.5 keV, the normalized count is 0.01577, and at 4.5 keV, it is 0.01869. Since these energies are comparable to the \( K_\alpha \) x-ray energies, this indicates that in order to mimic the tritium spectrum, the count ratio for titanium and iron must be:

\[ C_R = \frac{C_{Ti}}{C_{Fe}} \approx \frac{C_{4.5}}{C_{6.5}} \approx \frac{0.01869}{0.01577} = 1.185 \]

Rearranging Equation 4.3 to solve for \( A_T \) and using the above count ratio gives:

\[ A_T = \frac{\ln \left( \frac{C_R}{0.024} \right)}{6.271} \approx 0.622 \]

Therefore, to mimic the tritium spectrum, the composite target must have an atom fraction of 0.622 for titanium, from which it follows that the atom fraction for iron should be 0.378.
4.2.2 Mini-X Simulations

Simulations were performed to model the actual experimental conditions using a photon source that was similar to the Mini-X’s output spectrum at an operating voltage of 20 kVp\(^7\), and can be seen in Figure 4.4. Simulations were done with an iron target, titanium target, and a composite target with the same atom fractions that were found in the previous section. A thickness of 75 µm was used for the iron and the composite target, and 100 µm was used for titanium.

![Mini-X Spectrum at 20 kVp](image)

Figure 4.4 Approximate Mini-X output spectrum at 20 kVp

\(^7\) See Figure 3.3 for Mini-X output spectrum at 20 kVp
Figure 4.5 Simulation x-ray spectra for iron

Figure 4.6 Simulation x-ray spectra for titanium
Figure 4.7a Simulation x-ray spectra for composite target

Figure 4.7b Simulation x-ray spectra for composite target (close up)
For both iron (Figure 4.5) and titanium (Figure 4.6), iron is seen to be more fluorescent than titanium. The more noticeable feature from the plots is that many more source photons are being detected than characteristic x-rays; this indicates that there may not be enough characteristic x-rays getting to the detector to meaningfully modify the Mini-X spectrum. This is further demonstrated in Figure 4.7, where the resultant characteristic x-ray peaks from the composite target material are very small. The conclusion to draw from these simulations is that utilizing characteristic x-rays may not be feasible for mimicking the tritium decay spectrum.

4.3 Detector Analysis

Experimental work began with investigating the operation of the Mini-X and the detector. Due to its high count rate (~$10^8$ counts per second at 2cm from source), the Mini-X posed some challenges initially when it came to detecting x-rays. Therefore, the first objective for the experimental work was to determine what detector settings and configurations would resolve the issue of high count rates.

The dead time, $\tau_d$, of a detector is defined as the minimum amount of time that must separate two events in order for them to be recorded as separate pulses [28]. This implies that when count rates are too high, the detector is unable to register all photons interacting with it, which will lead to many losses in photon measurement. Fortunately, the X-123’s software allows the user to adjust the dead time by changing the peaking time, $\tau_p$, which is the time required for the shaped
pulse to reach its maximum amplitude [28]. For the X-123, the dead time is related to the peaking time by [29]:

$$\tau_d = 1.05 \times \tau_p$$  \hspace{1cm} 4.4

The software has up to 24 peaking times, ranging from 0.8µs to 102.4µs that can be set by the user. From Equation 4.4, the dead time is seen to be proportional to the peaking time, so a longer peaking time corresponds to a lower count rate, and a shorter one corresponds to a higher count rate. With this in mind, a short peaking time would be more suitable for measuring the Mini-X's spectral output; however, there is an energy resolution trade-off that is imposed when the peaking time is adjusted. When detecting radiation, it is more favorable for a given energy peak to have a narrow pulse height distribution, so that any deviations from the expected energy value are minimal [28]. However, as seen in Figure 4.8, the detector energy resolution decreases as the peaking time is shortened, which in effect, broadens the pulse height distribution. Figure 4.9 further demonstrates this.

![Figure 4.8 Energy resolution versus peaking time [29]](image-url)
The spectra in Figure 4.9 were obtained using an iron-55 source. These spectra illustrate the effect that the peaking time has on x-ray detection. As expected, the energy resolution clearly broadens as the peaking time is changed. What is also seen is that the energy peaks begin to overlap as the peaking time is decreased. Given Figure 4.8 and the results illustrated in Figure 4.9, it was decided that a peaking
time of 4.8 µs or more was to be used for all measurements. This would reduce the effects of high count rates at the detector, without having to sacrifice significantly on energy resolution. At this peaking time, the detector has an allowable count rate of about 30000 cps before dead time effects become apparent. In order to get the Mini-X count rate down to a level where dead time effects were minimal, a brass collimator was fixed to the detector.

### 4.4 X-Ray Spectroscopy

It is important to know what the actual Mini-X output spectrum is in order to properly interpret the experimental results. Therefore, analysis was done to determine the Mini-X’s output spectrum for filtered and unfiltered arrangements. Table 4.5 below shows all the filters that were supplied with the Mini-X. However, only the 254 µm aluminium filter was used for this analysis.

<table>
<thead>
<tr>
<th>Material</th>
<th>Thickness (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium (Al)</td>
<td>1016</td>
</tr>
<tr>
<td>Aluminium (Al)</td>
<td>254</td>
</tr>
<tr>
<td>Copper (Cu)</td>
<td>25.4</td>
</tr>
<tr>
<td>Molybdenum (Mo)</td>
<td>25.4</td>
</tr>
<tr>
<td>Silver (Ag)</td>
<td>25.4</td>
</tr>
<tr>
<td>Tungsten (W)</td>
<td>25.4</td>
</tr>
</tbody>
</table>

Table 4.5 List of Mini-X filters

The operating voltage and current were set to 20 kV<sub>p</sub> and 5 µA respectively. For all spectra, the maximum photon energy is 20 keV, and any counts registered for any energy above this are due to detector pulse pile-up. Also, the detector was calibrated from channel number to energy with the use of an iron-55 source<sup>8</sup>.

---

<sup>8</sup> See Figure 4.9 for examples of iron-55 spectra
Figure 4.10 shows the unfiltered Mini-X spectrum. Along with the expected bremsstrahlung continuum, there is also a sharply defined peak at about 3.04 keV. Recalling that the Mini-X uses silver to generate x-rays, it becomes apparent that this peak is silver’s $L_\alpha$ and $L_\beta$ characteristic x-rays, which have energies of 2.98 keV and 3.15 keV respectively. The presence of this peak makes the unfiltered spectrum more appealing, because one can take advantage of these low energy x-rays to mimic the tritium decay spectrum.
Figure 4.11 Filtered Mini-X spectrum at 20 kV<sub>p</sub>

Figure 4.11 shows the aluminium filtered output spectrum. As expected, many of the lower energy photons have been filtered out, particularly those below about 6 keV. This spectrum is slightly different from the 20 kV<sub>p</sub> spectrum shown in Figure 3.3, but the differences could be attributed to different filters being used. A marked decrease of the detected count rate from the unfiltered beam (~57932 cps) to the filtered beam (~40469 cps) was also noted.
4.5 Characteristic X-Ray Experimental Results

Experimental work was carried out mainly to compare and contrast the results obtained from the Mini-X simulations with iron and titanium. An aluminium filter was used to reduce the count rate such that it was low enough for dead time effects to be minimal, with the detector placed roughly 2 mm from the target. As noted in chapter 3, an iron-55 source was used to calibrate the channel axis of the MCA. The spectra obtained for iron and titanium are shown in Figures 4.12a and 4.12b (page 64). A comparison between the experimental and simulation results are also shown in Figures 4.13a and 4.13b (page 65). Figures 4.12a and 4.12b essentially confirm the results from the simulation, and further demonstrate that characteristic x-rays may not be a useful method for mimicking a tritium spectrum. The photon energy peaks for both materials are visible, but the vast majority of the photons collected were from the Mini-X source. Also see in both spectra are two small peaks at about 8 and 8.5 keV. These peaks are the characteristic x-rays of copper and zinc, which are the main constituents of the detectors brass collimator.

Comparing experimental with the simulated, it is seen that the characteristic x-ray peaks are in good agreement. However, where the spectra differ the most is the energy distribution for the detected source photons. The main reason for these discrepancies is largely due to the fact that the simulated x-ray source (Figure 4.4) was slightly different from the filtered x-ray spectra (Figure 4.11). Even so, the obtained experimental and simulated spectra both exhibit similar trends for the detected source photons.
Figure 4.12a Experimental x-ray spectra for iron

Figure 4.12b Experimental x-ray spectra for titanium target
Figure 4.13a Comparison of experimental and simulation spectra for iron

Figure 4.13a Comparison of experimental and simulation spectra for titanium
4.6 Electron Spectrum in Water

In order to determine the resultant electron energy distribution in water, simulations were carried out. Since the characteristic x-ray results were unfavorable, attention was turned to investigating the primary electron spectrum generated in water, by a simulated unfiltered Mini-X source. Figure 4.14 shows a spectral comparison between the tritium beta decay energy spectrum and the unfiltered Mini-X source.

![Spectra Comparison](image)

**Figure 4.14 Spectra comparison of Mini-X and tritium**

As seen in Figure 4.14, in order for the Mini-X spectrum to mimic tritium, some of the L x-rays would have to be absorbed. This could be accomplished with a thin filter that absorbs low energy x-rays well. It was decided that aluminium would be a suitable absorber material.
The optimal thickness, $t$, of the aluminium filter can be determined by rearranging Equation 2.1b:

$$t = -\frac{\ln(P)}{\mu_m \rho}$$  \hspace{1cm} (4.5)

Aluminium has a density of 2.7 g/cm$^3$ [31], and at 3 keV (energy of silver L x-ray), the total mass attenuation coefficient is 788.1 cm$^2$/g [18]. For a 50% transmittance of the 3 keV x-rays, the thickness is calculated as:

$$t = -\frac{\ln(0.5)}{(788.1)(2.7)} = 3.27 \, \mu m$$

Materials were purchased from a company called Goodfellow, and according to their catalogue, the closest thickness to the above calculation is 3 μm [34]. A simulation was done with an aluminium filter of this thickness to confirm that it would absorb enough photons to improve the spectrum.

**Figure 4.15 Comparison of simulated x-ray spectrum with filtered spectrum**
As seen in the Figure 4.15, the aluminium filter successfully absorbed many of the 3 keV x-rays, without drastically affecting the higher energy x-rays. Given this result, simulations were performed to determine the resultant primary electron spectrum in water, for slab thicknesses of 2 mm and 3 mm.

![Electron Spectrum vs. Tritium Spectrum](image)

**Figure 4.16a** Electron spectrum for 2 mm water slab

![Electron Spectrum vs. Tritium Spectrum](image)

**Figure 4.16b** Electron Spectrum for 3 mm water slab
The results from the simulations are shown in Figure 4.16a and 4.16b. The electron spectrum that was generated is strikingly similar to the modified Mini-X spectrum; this indicates that the photoelectric effect is the dominant interaction mode of the photons. It must be noted, however, that a portion of the higher energy photons were lost due to transmittance through the water slab. This is evident when comparing the tail-end of the electron spectrum for both figures. It is reasonable to conclude that for a “large” water slab, the vast majority of the source photons will interact photoelectrically, thus resulting in an electron spectrum matching the source spectrum. The more important aspect though, is for the electron spectrum to match the tritium spectrum; an appropriate water slab thickness would have to be chosen to accomplish this.

The most notable result from these simulations however, is that the electron spectrum does not match the tritium spectrum, which was to be expected. As seen, the electron spectrum is missing a large portion of the low energy spectrum. This is obviously an issue since the lower energy electrons will have higher LETs. For example, in water, 1 keV and 10 keV electrons have LET values of 12.6 keV/μm and 2.32 keV/μm, respectively [2]. However, it should be emphasized that Figures 4.16a and 4.16b show the primary electron spectrum (ie. electrons generated from interactions with the source photons). These primary electrons will deposit their energy in the water slab, transferring their energy to other molecular electrons, which results into an electron spectrum that will be distinct from the ones shown. To determine how this spectrum would look would require a Monte Carlo transport
code that models every electron interaction; unfortunately, MCNP is not suitable for this task. Even so, the simulation results do indicate that the use of photons is a promising method for simulating a tritium exposure in tissue or water.
CHAPTER 5
CONCLUSION

The purpose for the research described in this thesis was largely directed at uncertainties regarding the dosimetry of low energy electrons (beta particles). Focus was centered on tritium in particular because it is a low energy beta emitter, and is a radionuclide to which CANDU workers can be exposed. Due to some limitations of using tritium for biophysics experiments, the main objective of this thesis was to investigate the use of photons to simulate a tritium exposure in water (and consequently tissue). The use of photons to simulate tritium is theoretically practical, because at the energies considered for this thesis, the photoelectric effect is the dominant mode of interaction. Therefore, when a photon interacts with a molecular electron in water, it will transfer all of its energy to that electron.

This thesis first focused on specifications regarding the x-ray source, and possibly modifying the output spectrum of the source with characteristic x-rays. The target materials chosen for characteristic x-ray analysis were titanium and iron because their K x-ray energies were in the region of interest (~4 to 6 keV). However, the results indicate that characteristic x-rays are not a viable means for modifying the Mini-X spectrum, because not enough characteristic x-rays escape the target in the forward direction. Given these results, focus was placed on analyzing the characteristics of the Mini-X's output spectrum.
Analysis of the Mini-X output spectrum at 20 keV showed that for an unfiltered beam, the silver target’s L x-rays made a significant contribution to the overall spectrum. This contribution, however, was much more intense than the bremsstrahlung continuum, thus, the use of an aluminium absorber was therefore needed to filter out some of the L x-rays. Using this aluminium filtered spectrum, simulation results showed that the primary electron spectrum in water was noticeably different from the x-ray spectrum at the tail end. As noted however, it is of more importance that the electron spectrum matches the tritium spectrum, and the tail end of the electron spectrum is doing so as the slab thickness is increased. Although the results seem promising, the major limitation seems to be that the primary electron spectrum is missing electron energies below 3 keV, and the spectrum is less intense around the 4 to 6 keV region than required. It should be stressed however, that the slowing down electron spectrum will be different from the primary electron spectrum. This difference between the spectra may be significant, but it is unclear at this point if this spectrum will be closer to matching tritium or not.

Future work should further investigate the electron spectrum generated in water with a Monte Carlo code that simulates the transport of electrons more accurately. Suitable codes would be PENELLOPE or the Oak Ridge Electron transport Code (OREC). If the slowing down electron spectrum is no closer to mimicking tritium, then other methods may have to be taken into consideration. There are certain constraints associated with x-ray generation however, especially with
regards to what targets can be used to generate a beam. As such, due to the design constraints of x-ray generators it will be difficult to generate x-rays with energies below 3 keV. The beam obtained with the aluminium absorber may be the best that can be done with the current setup, and if so, further work should also look into using this setup for biophysics experiments.

It is strongly recommended that the Mini-X be characterised using a calibrated ionization chamber and a 2D dosimeter, such as radiochromic film, in order to map the beam spread and dose rate uniformly. Microdosimetric measurements should also be carried out using a wall-less proportional counter to determine the degree of similarity between tritium beta particles and the x-ray beam in terms of microdosimetric quantities. Doing so would also reflect the effect of the slowing down electron spectrum.
## APPENDIX A

### RAW DATA TABLES

### TRITIUM BETA DECAY DATA [11]

<table>
<thead>
<tr>
<th>Energy (keV)</th>
<th>Count</th>
<th>Normal Count</th>
<th>Relative Count</th>
<th>Energy (keV)</th>
<th>Count</th>
<th>Normal Count</th>
<th>Relative Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>82.18</td>
<td>0.015997</td>
<td>0.79709</td>
<td>1.4</td>
<td>100.2</td>
<td>0.019505</td>
<td>0.971872</td>
</tr>
<tr>
<td>0.1</td>
<td>83.33</td>
<td>0.016221</td>
<td>0.808244</td>
<td>1.5</td>
<td>100.8</td>
<td>0.019622</td>
<td>0.977692</td>
</tr>
<tr>
<td>0.11</td>
<td>83.5</td>
<td>0.016254</td>
<td>0.809893</td>
<td>1.6</td>
<td>101.3</td>
<td>0.019719</td>
<td>0.982541</td>
</tr>
<tr>
<td>0.12</td>
<td>83.67</td>
<td>0.016287</td>
<td>0.811542</td>
<td>1.8</td>
<td>102.1</td>
<td>0.019875</td>
<td>0.990301</td>
</tr>
<tr>
<td>0.13</td>
<td>83.85</td>
<td>0.016322</td>
<td>0.813288</td>
<td>2</td>
<td>102.6</td>
<td>0.019972</td>
<td>0.99515</td>
</tr>
<tr>
<td>0.14</td>
<td>84.03</td>
<td>0.016357</td>
<td>0.815034</td>
<td>2.2</td>
<td>103</td>
<td>0.02005</td>
<td>0.99903</td>
</tr>
<tr>
<td>0.15</td>
<td>84.21</td>
<td>0.016392</td>
<td>0.81678</td>
<td>2.4</td>
<td>103.1</td>
<td>0.020069</td>
<td>1</td>
</tr>
<tr>
<td>0.16</td>
<td>84.4</td>
<td>0.016429</td>
<td>0.818623</td>
<td>2.6</td>
<td>103.1</td>
<td>0.020069</td>
<td>1</td>
</tr>
<tr>
<td>0.18</td>
<td>84.78</td>
<td>0.016503</td>
<td>0.822308</td>
<td>2.8</td>
<td>102.8</td>
<td>0.020011</td>
<td>0.99709</td>
</tr>
<tr>
<td>0.2</td>
<td>85.16</td>
<td>0.016577</td>
<td>0.825994</td>
<td>3</td>
<td>102.5</td>
<td>0.019953</td>
<td>0.99418</td>
</tr>
<tr>
<td>0.22</td>
<td>85.55</td>
<td>0.016653</td>
<td>0.829777</td>
<td>3.2</td>
<td>102</td>
<td>0.019855</td>
<td>0.989331</td>
</tr>
<tr>
<td>0.24</td>
<td>85.93</td>
<td>0.016727</td>
<td>0.833463</td>
<td>3.6</td>
<td>100.6</td>
<td>0.019583</td>
<td>0.975752</td>
</tr>
<tr>
<td>0.26</td>
<td>86.31</td>
<td>0.016801</td>
<td>0.837148</td>
<td>4</td>
<td>98.8</td>
<td>0.019232</td>
<td>0.958293</td>
</tr>
<tr>
<td>0.28</td>
<td>86.69</td>
<td>0.016875</td>
<td>0.840834</td>
<td>4.5</td>
<td>96.03</td>
<td>0.018693</td>
<td>0.931426</td>
</tr>
<tr>
<td>0.3</td>
<td>87.07</td>
<td>0.016949</td>
<td>0.84452</td>
<td>5</td>
<td>92.78</td>
<td>0.01806</td>
<td>0.899903</td>
</tr>
<tr>
<td>0.32</td>
<td>87.45</td>
<td>0.017023</td>
<td>0.848206</td>
<td>5.5</td>
<td>89.15</td>
<td>0.017354</td>
<td>0.864694</td>
</tr>
<tr>
<td>0.36</td>
<td>88.18</td>
<td>0.017165</td>
<td>0.855286</td>
<td>6</td>
<td>85.21</td>
<td>0.016587</td>
<td>0.826479</td>
</tr>
<tr>
<td>0.4</td>
<td>88.89</td>
<td>0.017303</td>
<td>0.862173</td>
<td>6.5</td>
<td>81.01</td>
<td>0.015769</td>
<td>0.785742</td>
</tr>
<tr>
<td>0.45</td>
<td>89.76</td>
<td>0.017473</td>
<td>0.870611</td>
<td>7</td>
<td>76.62</td>
<td>0.014915</td>
<td>0.743162</td>
</tr>
<tr>
<td>0.5</td>
<td>90.58</td>
<td>0.017632</td>
<td>0.878565</td>
<td>7.5</td>
<td>72.08</td>
<td>0.014031</td>
<td>0.699127</td>
</tr>
<tr>
<td>0.55</td>
<td>91.38</td>
<td>0.017788</td>
<td>0.886324</td>
<td>8</td>
<td>67.44</td>
<td>0.013128</td>
<td>0.654122</td>
</tr>
<tr>
<td>0.6</td>
<td>92.14</td>
<td>0.017936</td>
<td>0.893695</td>
<td>8.5</td>
<td>62.74</td>
<td>0.012213</td>
<td>0.608535</td>
</tr>
<tr>
<td>0.65</td>
<td>92.85</td>
<td>0.018074</td>
<td>0.900582</td>
<td>9</td>
<td>58.01</td>
<td>0.011292</td>
<td>0.562658</td>
</tr>
<tr>
<td>0.7</td>
<td>93.54</td>
<td>0.018208</td>
<td>0.907275</td>
<td>10</td>
<td>48.62</td>
<td>0.009464</td>
<td>0.471581</td>
</tr>
<tr>
<td>0.75</td>
<td>94.19</td>
<td>0.018335</td>
<td>0.913579</td>
<td>11</td>
<td>39.52</td>
<td>0.007693</td>
<td>0.383317</td>
</tr>
<tr>
<td>0.8</td>
<td>94.82</td>
<td>0.018458</td>
<td>0.91969</td>
<td>12</td>
<td>30.94</td>
<td>0.006023</td>
<td>0.300097</td>
</tr>
<tr>
<td>0.85</td>
<td>95.41</td>
<td>0.018572</td>
<td>0.925412</td>
<td>13</td>
<td>23.06</td>
<td>0.004489</td>
<td>0.223666</td>
</tr>
<tr>
<td>0.9</td>
<td>95.97</td>
<td>0.018681</td>
<td>0.930844</td>
<td>14</td>
<td>16.07</td>
<td>0.003128</td>
<td>0.155868</td>
</tr>
<tr>
<td>1</td>
<td>97.01</td>
<td>0.018884</td>
<td>0.940931</td>
<td>15</td>
<td>10.15</td>
<td>0.001976</td>
<td>0.098448</td>
</tr>
<tr>
<td>1.1</td>
<td>97.95</td>
<td>0.019067</td>
<td>0.950048</td>
<td>16</td>
<td>5.452</td>
<td>0.001061</td>
<td>0.052881</td>
</tr>
<tr>
<td>1.2</td>
<td>98.78</td>
<td>0.019228</td>
<td>0.958099</td>
<td>18</td>
<td>0.3067</td>
<td>5.97E-05</td>
<td>0.002975</td>
</tr>
<tr>
<td>1.3</td>
<td>99.53</td>
<td>0.019374</td>
<td>0.965373</td>
<td>18.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Energy (keV)</td>
<td>Mass Attenuation Coefficient (cm$^2$/g)</td>
<td>Compton</td>
<td>P.E.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>----------------------------------------</td>
<td>---------</td>
<td>------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.01319</td>
<td>4076</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.02673</td>
<td>1374</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.04184</td>
<td>616.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.07075</td>
<td>191.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.0943</td>
<td>81.97</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.1123</td>
<td>41.92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.1259</td>
<td>24.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.144</td>
<td>9.919</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.155</td>
<td>4.944</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.1699</td>
<td>1.369</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.1774</td>
<td>0.5439</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX B
DOCUMENTATION FOR REGISTRATION OF MINI-X

Figure B1. Mini-X Mounting Rig and Enclosure

Figure B1 is a diagram of the planned experimental setup for the Mini-X. The Mini-X itself is mounted to the laboratory work bench. When connected to the Enclosure, the Mini-X x-ray beam is totally contained, and no radiation should be detectable outside of the enclosure. Additionally, an interlocking mechanism has been setup such that the Mini-X can only be operated when the enclosure is connected.

Mini-X and Detector

Figure B2. Detector (left) and Mini-X (right)
Figure B2 shows both the detector and Mini-X. The Mini-X is a miniature x-ray tube that uses a silver target to generate x-rays. The Mini-X has a maximum operating voltage of 40kV, and the output beam is collimated to a 5° cone. The detector is a silicon drift detector. Both the Mini-X and the detector use conflats (seen in Figure B2) to connect to the enclosure. Both the Mini-X and detector are software controlled on a password protected PC, which is only accessible to users trained to use the Mini-X. The location of the PC with respect to the Mini-X is shown in Figure B3, and the user will be present at all times while the Mini-X is in use.

Figure B3. Mini-X and Control Computer

Enclosure

Figure B4. Enclosure

Figure B4 shows the enclosure that will be used. The detector and Mini-X will be attached to the larger ends of the enclosure. Blank conflats will be used to close off
the shorter ends. As shown in Figure B1, the enclosure is 12.5 cm long, and has a wall thickness of about 4.04 mm. Given that the enclosure is made up of 304L stainless steel, a thickness of 4.04 mm is more than enough to shield 40 keV photons (maximum Mini-X x-ray energy).

The following table shows the material and composition of 304L steel, as well as the mass attenuation coefficient for each element at 40keV.

<table>
<thead>
<tr>
<th>Element</th>
<th>Composition</th>
<th>Mass Attenuation (cm²/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon</td>
<td>0.03</td>
<td>0.2076</td>
</tr>
<tr>
<td>Manganese</td>
<td>2.00</td>
<td>3.1690</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>0.045</td>
<td>0.8096</td>
</tr>
<tr>
<td>Sulfur</td>
<td>0.030</td>
<td>0.9872</td>
</tr>
<tr>
<td>Silicon</td>
<td>0.750</td>
<td>0.7012</td>
</tr>
<tr>
<td>Chromium</td>
<td>18.00</td>
<td>2.8560</td>
</tr>
<tr>
<td>Nickel</td>
<td>8.00</td>
<td>4.6000</td>
</tr>
<tr>
<td>Aluminium</td>
<td>0.10</td>
<td>0.2288</td>
</tr>
<tr>
<td>Iron</td>
<td>70.995</td>
<td>3.6290</td>
</tr>
</tbody>
</table>

Table B1 Physical data for 304L stainless steel [24] [18]

The linear attenuation equation is given as:

\[ I = I_0 e^{-\mu x} \]  \hspace{1cm} \text{(B1)}

From this equation, the probability that a photon will traverse a distance \( x \) through a given material is:

\[ P = \frac{I}{I_0} = e^{-\mu x} \]  \hspace{1cm} \text{(B2)}

By using this equation we can determine how well the stainless steel wall can shield 40 keV photons. Since stainless steel is a composition of various materials, its mass attenuation coefficient is determined by:
\[
\left( \frac{\mu}{\rho} \right)_{comp} = \frac{\sum_i \left( \frac{\mu}{\rho} \right)_i C_i}{\sum_i C_i}
\]

Where \( \left( \frac{\mu}{\rho} \right)_i \) and \( C_i \) are the mass attenuation and composition for a given element.

Given that the density of 304L stainless steel is 8.03 g.cm\(^{-3}\), the composite linear attenuation is found to be:

\[
\mu_{comp} = \rho \times \left( \frac{\mu}{\rho} \right)_{comp} = (8.03) \times (3.5299) = 28.345 \text{ cm}^{-1}
\]

Using this information in Equation B2, we can determine how well the enclosure shields the photons:

\[
P = e^{-\mu x} = e^{-(28.345)(0.404)} = 0.000010635 (~0.001\%)
\]

Therefore, a 40 keV photon roughly has a \textbf{0.001\%} chance of escaping our enclosure, and thus serves as adequate shielding. It can be further noted that 40 keV will be the maximum energy of x-rays produced and that the majority of x-rays generated by the Mini-X operated at 40 kV will be much less. The mean energy of x-rays produced in the Mini-X at 40 kV is around 22-25 keV which will have a much smaller probability of escape.

**Interlocking and Safety System**

![Figure B5. Mini-X interlocking mechanism](image)
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Figure B5 is the back end of the Mini-X. Pins 1 and 2 are used to enable the Mini-X; a circuit has been implemented with our Mini-X to control its interlocking system, and will be discussed below. Pins 3 and 4 are used for optional external safety mechanisms. When the Mini-X is in use, there is an LED that flashes on the back of the unit (the LED is labeled “J3” on the image to the right). Warning ‘beeps’ are also given off when the Mini-X is in use.

![Schematic of Safety Circuit](image.png)

**Figure B6. Schematic of Safety Circuit**

Figure B6 shows a schematic of the circuit used to control the Mini-X interlock. Referring to Figure B5, pins 1 and 2 must be connected in order for the Mini-X to produce x-rays. A safety circuit has been developed that allows the enclosure and the conflats to act as contact switches. In other words, the Mini-X will only operate when the enclosure and conflats are attached.

The **Magnetic Switches** are fixed to the conflats and enclosure; the locations of these are shown in Figure B1. The **Relay Switch** is connected to the **Mini-X Interlock**, and is normally opened; the **Relay Switch** will close only when the **Magnetic Switch** is also closed (ie. conflats and enclosure are attached), thus
enabling the Mini-X for use. If the enclosure is removed while the Mini-X is producing x-rays, both the Magnetic Switch and the Relay Switch will open, which will disable Mini-X from producing x-rays. If the enclosure is reconnected, the user will have to restart the Mini-X manually.

**Mounting Rig for Mini-X**

The Mini-X mounting rig is made out of wood and has been permanently fixed to the lab bench in room ERC 3054. The dimensions and setup of the rig can be seen in the figures below.

![Mounting Rig Diagram]

Figure B7. Mounting Rig
July 12, 2012

Mr. David Gorman, Radiation Safety Officer
University of Ontario Institute of Technology
2000 Simcoe Street North
Oshawa, ON L1H 7K4

RE: X-ray Source Installation – Amptek Mini-X Tube and Enclosure

Dear Mr. Gorman:

Your application, for review of a permanent X-ray location, is accepted in compliance with section 6 of O.Reg. 891/90 – the Regulation Respecting X-ray Safety. University of Ontario Institute of Technology is registered as an employer in possession of the referenced X-ray source applied for at the above address under registration number: O-11666.

The radiation shielding and safety provisions (designation of a competent person, location of the X-ray source, and controls, X-ray room layout, and the type and location of safety devices such as warnings signs, warning lights, interlocks and cut-off switches) as indicated on the Forms and plan location drawing(s) appear to be acceptable. Enclosed for your records is a copy of the plan location drawing, bearing the Ministry of Labour’s stamp.

Please note that any change to the installation or use of the X-ray source, or use of adjacent rooms or areas, or a change in the shielding that may result in an increase in the exposure of a worker, the X-ray source shall not be used unless the change has been reviewed by and is acceptable to an inspector. In addition, the employer must give immediate notice to the Director if the employer ceases to have possession of the X-ray source (i.e. sale, transfer or disposition of the X-ray source).

If you have any questions or concerns regarding this letter, please do not hesitate to contact this office at 416-235-5922.

Sincerely,

Edward S. Fregonese  
Radiation Protection Officer  
Ontario Ministry of Labour

Encl. MOL Stamped Plan Drawing
APPENDIX C
MCNP CODES WRITTEN FOR THESIS

Characteristic X-Ray Simulations
This MCNP code corresponds to an input file for a titanium characteristic x-ray simulation with a simulated Mini-X source, however, values that are seen in parentheses can be adjusted to suit a different problem for simulation. For example, to simulate an iron target, the target density must be changed to -7.86, the target thickness to 0.007502 and the first entry for the material card must be changed to 26000.

X-ray Source

Simulation of characteristic x-rays

Cell Block

---
1 1 -4.510 -1 2 -3 $Target
2 2 -2.329 -11 12 -13 $Detector
3 0 #(-1 2 -3) $Universe
   #(-11 12 -13)
   -21
4 0 21 $Void

Surface Block

---
1 cz 0.1 $Target Radius
2 pz 0.00002
3 pz 0.01002 $Target Thickness
4 cz 0.01

Detector Radius

---
11 cz 0.5 $Detector Radius
12 pz 0.10752 $Surface 12 and 13 form the
13 pz 0.157520 $cell for the detector

Universe

---
21 so 4

Data Block

---
mode p e
imp:p 1 1 1 0
imp:e 1 1 0 0

Material Card

---
M1 22000 1.0 $detector material
M2 14000 1.0

Source Definition

---
sdef pos=0 0 0 axs=0 0 1 rad=d1 erg=d2 par=2 vec=0 0 1 dir=1
c
si1   0 (0.04)
sp1   -21  1
c
si2 L 0.00200 0.00250 0.00300 0.00375 0.00400 0.00500 0.00600 0.00625 0.00700
      0.00750 0.00800 0.00875 0.00900 0.01000 0.01100 0.01125 0.01200 0.01250
      0.01300 0.01375 0.01400 0.01500 0.01600 0.01625 0.01700 0.01750 0.01800
      0.01900 0.01975 0.02000
c
sp2  0.00246 0.00246 0.00246 0.00328 0.00328 0.01392 0.01392 0.03522 0.04361 0.05651
     0.0624 0.0634 0.06818 0.06798 0.06634 0.06061 0.05876 0.05405 0.05078
     0.0475 0.04197 0.03931 0.03440 0.02703 0.02580 0.02129 0.01802 0.01474
     0.00819 0.00246 0.00082
c
f8:p 2
E8:p 0 199i 0.02
nps 10000000
Electron Spectrum in Water Simulations

X-ray Source

Cell Card

1 1 -2.700 -1 2 -3 $Target filter
2 2 -1.000 -11 12 -13 $Detector
3 0 #(-1 2 -3) $Universe
   #(-11 12 -13) -21
4 0 21 $Void

Surface Card

Target

1 cz 0.1 $Target Radius
2 pz 0.00002
3 pz 0.00032 $Target Thickness
4 cz 0.01

Detector

11 cz 0.2 $Detector Radius
12 pz 0.000330 $Surface 12 and 13 form the cell for the detector
13 pz 0.200330

c

Universe

21 so 4

data Card

mode p e
imp:p 1 1 1 0
imp:e 1 1 0 0

Material Card

M1 13000 1.0
M2 1000 2.0 8000 1.0

c

Source Definition

sdef pos=0 0 0 axs=0 0 1 rad=d1 erg=d2 par=2 vec=0 0 1 dir=1
c
si 0 0.04
sp1 -21 1
c
si2 L 0.00501 0.00109 0.001518 0.00201 0.002510 0.003044 0.003883 0.004011
   0.004519 0.005003 0.005111 0.006020 0.006503 0.007012 0.007495 0.008004
   0.008513 0.009021 0.009504 0.010013 0.010522 0.011005 0.011514 0.012023
   0.012506 0.013014 0.013523 0.014006 0.014515 0.015024 0.015507 0.016016
   0.016524 0.017008 0.017516 0.018025 0.018508 0.019017 0.019500 0.020009
   0.020034
c
sp2 0.000000 0.000685 0.001615 0.001334 0.003231 0.130838 0.020113 0.021465
   0.030780 0.038524 0.045170 0.047979 0.048400 0.048945 0.046724 0.045512
0.044151 0.040982 0.037927 0.035899 0.034591 0.030578 0.028787 0.026557 
0.023792 0.021448 0.019885 0.017269 0.014907 0.013740 0.012493 0.010658 
0.009956 0.008428 0.007506 0.006927 0.005917 0.005206 0.004126 0.003538 
0.003415 
c 
f8:p  2
E8:p  0.000000 0.000001 
  0.000501 0.001009 0.001518 0.002001 0.002510 0.003044 0.003883 0.004011 
  0.004519 0.005003 0.005511 0.006020 0.006503 0.007012 0.007495 0.008004 
  0.008513 0.009021 0.009504 0.010013 0.010522 0.011005 0.011514 0.012023 
  0.012506 0.013014 0.013523 0.014006 0.014515 0.015024 0.015507 0.016016 
  0.016524 0.017008 0.017516 0.018025 0.018508 0.019017 0.019500 0.020009 
  0.020034 
c 
nps 10000000
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